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Figure 1. Relief segmentation for a porcelain box lid; relie f segmented by earlier snake-based
method; refined result using the method in this paper.

Abstract

Reverse engineering of reliedéms to turn an existing relief superimposed on an undeglgnrface into a geometric model
which may be applied to a different base surface. Stepssmptbicess include segmenting the relief from the backgroamadl
describing it as an offset height field relative to the ungied surface. We have previously considered relief segatient
using a geometrisnake Here, we show how to use this initial segmentation to eséntee background surface lying under
the relief, which can be used (i) to refine the segmentatiah(@nto express the relief as an offset field.

Our approach fits a B-spline surface patch to the measured#draand data surrounding the relief, while tension terms
ensure this background surface smoothly continues undthrtee relief where there are no measured background data
points to fit. After making an initial estimate of relief @fheight everywhere within the patch, we ussupport vector
machineto refine the segmentation.

Tests demonstrate that this approach can accurately médebaickground surface where it underlies the relief, provid
ing more accurate segmentation, as well as relief heighd fstimation. In particular, this approach provides sigrafit
improvements for relief concavities with narrow mouths aad segment reliefs with small internal holes.

Keywords: relief, segmentation, surface fitting, reverse enginegtimckground surface.

1 Introduction

The goal ofreverse engineering of reliefs to turn a 3D scan of an existing relief superimposed on semderlying surface
into an appropriate geometric model. An example relief anlith of a porcelain box is shown in Fig. 1(left). The relief in
this case is the slightly raised white motif applied to thiwaced background. (We are interested in the central rigrafow,
not the white frieze around the edge).



Reverse engineering of reliefs allows them to be analyseileds and ultimately, reapplied to CAD models of various
different objects. The need for such capability occurs itioess industries such as sign-making, packaging, porcelesign
and antique reproduction. For example, in the packagingstryg, the demand for diverse, high-quality packagingglesi

is growing, to better attract the attention of consumerck®ges with reliefs appear more noticeable than plain gpeka
However, it is time consuming and expensive to design a neerdéve relief. To meet the needs of low cost and short time-
to-market, it is useful to be able to reverse engineer pteshodesigned and manufactured reliefs (which were pradiuce
without the aid of CAD). Another example can be seen in repilig antique porcelain, or extending an existing, long-
standing range of porcelain. At present, sculptors havamalfcopy the decorative reliefs, a process that requiregddvel

of skill, yet is also tedious and time consuming. Relief reeeengineering can free sculptors from such work, and ahew
company to rapidly and automatically re-use reliefs.

A relief can be defined as an area of a surface with sculpted featdfie®dt from those of the underlying surface, and which
is raised by a small height; this height is typically largeant the characteristic size of features on the backgroumdcaf
thus consider the relief to be a small offset relative to athewlying smooth, gently curved (relative to relief heighiyface.

Reverse engineering of reliefs involves several stepsudiicy 3D scanning the object bearing the relief, constngctd
triangle mesh from that point cloud data, segmenting tlaaglie mesh to extract the relief from the underlying backgdy
representing the relief as an offset height field, and flattetihe relief’'s underlying surface onto a plane, to prephaeaelief
for easy application to a new background surface.

We have previously addressed various aspects of relief esgtion problems such as separating an isolated relief &0
smooth and slowly varying background [14], segmentingqahici reliefs and extracting a single basic repeat unit ohsuc
reliefs [16], and segmenting reliefs from more complexuestl backgrounds [15]. All these methods segment the relief
from the background using an active contousifake. The snake starts from an initial contour chosen by joirirfigw user-
specified points, and is driven towards the outer relief loauy by energy terms based on characteristic relief priagsert
either the raised step at the relief boundary, or the diffeeein surface properties between the relief and the baakgro
surface. The evolution of the snake occurs in several phvalsies, firstly make it approach to the relief boundary quydsy

a coarse contour, and then refine it and drive it as deep abf#isgo any concavities.

The snake methods generally produce reasonable segmantsults even for many reliefs with deep concavities. Hare
as we have pointed out in [14], this snake-based approactotiotate relief boundaries for small internal holes inlaefe
and for concavities with narrow mouths. Both of these freglyeoccur in real reliefs. For example, a typical snakeeohs
segmentation can be seen in Fig. 1(middle), where the cdpdmiween the boy’s head and the tree (top centre of thefyeli
and several internal holes, have not been separated.

In this paper, we estimate the underlying smooth surface wguch the relief is assumed to be placed, which allows us
to (i) find relief boundaries in the tricky cases mentionedwas; (ii) find more accurate relief boundaries than our mresi
segmentation methods could achieve alone, and (iii) to itba@erelief as a normal offset field relative to this undentyi
smooth surface, a necessary prerequisite to relief flatienThe method presented in this paper assumes that theeurfa
surrounding the relief is smooth, not textured; considenadf textured backgrounds is planned in our future work.

As we assume the relief background surface is smooth andysi@sying, it is appropriate to represent it by a B-spline
surface as typically used in CAD. We define a rectangulaoregurrounding the relief, including some of the surrougdin
background surface (see e.g. Fig. 4(c)) and fit a suitablpliBessurface modelling this background surface. Howeavete
that part of the area inside our rectangular boundary isreoMey the relief: we can only fit the B-spline to those datanf®oi
which are not covered by the relief. Thus, we use our prevaggsnentation method [14] (with a small safety margin) to
choose those parts of the mesh inside the rectangle whidefinitely part of the background surface and should be dedu

in the fitting process. We must fit a surface to data with a talanignore area to use Varady's terminology [5]. We follow
Varady's approach, and fit this surface in such a way that evtieres background data, the B-spline approximates it well,
and where there isobackground data, tension terms used in the surface fittioggss smoothly extend the B-spline surface
over the hole in a natural manner.

Once the background surface has been found, in principtes pathe mesh with a height of zero above this surface belong
to the background, and parts with positive height belonchtorelief. In practice, due to noise, and errors in fitting the
background surface, such a simplistic classification do¢svork well. Instead, for robustness, we emplogugport vector
maching(SVM) [21], which is designed for binary classification, #-classify mesh vertices as background or relief. The
idea of SVM is to map the input feature vectors into a high disienal feature space through some non-linear mapping



(chosen a priori), and to construct an optimal separatimetplane in this space using some training data, and then the
whole data set can be set apart by the hyperplane. Here irmeanee use heights above the backgraamiother properties

as the input features, and the training data is automatichtbsen near the boundary of the relief. This classificadhen
used to improve the existing relief boundary, both globayl locally: as shown in Fig. 1 (right), this approach caredet
areas within the outer relief boundary which belong to thekigeound (our previous segmentation method only deteets th
outer relief boundary), and it can also properly deterntireesixtents of concavities with narrow mouths (again, a gmklbr

our earlier segmentation approach). It also generallyigesva relief boundary which more accurately follows loctiils.

Finally, having estimated the background surface, anddaaturate relief boundaries, the raised relief can therepeer
sented as an offset relative to the background surface.

In Section 2 we review related work: B-spline surface fittwi¢h ‘ignore areas’, hole filling and surface detail tramsifeg,

and the support vector machine method. Section 3 addrességround surface estimation from data with an ‘ignore
area’ using a B-spline surface, while Section 4 describlef iffset field representation and relief segmentatidimesnent
utilising the SVM classification method. Experiments ansufes are provided in 5. Section 6 concludes the paper and
suggests future work.

2 Related Work

2.1 B-spline Surface Fitting with ‘Ignore Areas’

It is well known that B-spline surface fitting for evenly disuted measurement data can be posed as a least-squargs fitt
problem, where a functional describes the error betweerd#ta and the surface to be fitted. However, when the data
contains large ‘ignore areas’, or holes, the least-squaystem may become singular. This problem has been studied in
several papers, e.g. [5, 17, 4, 22]. Following [5], the bagiproach used to overcome this problem is to add into the
functional a second term representiegsion which can prevent singularity of the system matrix and Wwtdtso ensures
that the surface generated propagates smoothly acrossldewithout unwanted ripples. A weight is used to adjust the
relative importance of goodness of fit to the data outsidéntiie, and tension, or smoothness, of the surface produdesl. T
approach is based on the assumption that the backgrouredsutself does nothing unexpected in the region for which no
data is present, and hence a smooth continuation is the mtsahsolution.

Martin et al. [17] give an approach to estimate the volume ftégh wound from scanned data. To estimate the shape of the
original skin, a surface is fitted to a region around the wquvith an ‘ignore area’ where the wound is present. The sarfac
is simply treated as a Monge patch= f(x,y); cubic Bézier or single-patch second order B-spline biasistions are used.
This method is simple, fast and easy to implement, but thebaurof control points is limited, and such a simple approach
cannot adequately capture the necessary detail requirgdvierse engineering: its goal is to providearseestimates of
wound volumes.

Dietz [4] represents the tension term in a simplified forrnggjuadratic functionals of the parametric derivativesjding
the linearity of the functional to be preserved.

A thorough investigation into surface fitting with irregtiadistributed data and holes can be found in [22], wheréover
techniques are proposed. The method firstly computes aerefersurface to provide an initial parametrisation, and the
performs accurate fitting with a gradually tuned tensionghliei The knot vector and tension weight are automatically
adjusted until the prescribed distance tolerances ardeglacVarious strategies are proposed for handling of theklyea
defined control points which are related to ‘ignore areasd, for shape dependent knot insertion.

We follow the basic principles used in [4] and [22], allowitite fitted B-spline surface to achieve high accuracy where
background data is present and to smoothly cross the ‘igm@&s’. However, in the particular case of relief backgtbun
surface fitting, the most important task is to accuratelyragipnate the original designed background surface in tea af

the relief. To achieve this goal, we have performed testsasious models giving ground-truth, and used them to tune the
parameters such as the number of control points and the bmess weight. We take advantage of the background being
slowly curved and being relatively evenly sampled, to aliogtraightforward approach to parametrisation and chdikeat
vector.
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Figure 2. Ground-truth models for surface fitting with ‘igno re area’: (a) a synthetic cylinder, (b)—(d)
real relief backgrounds.

2.2 Hole Filling and Surface Detail Transferring

Hole filling for scanned data, especially for triangular mes is also an active research topic. The main aim is to iblgus
complete small gaps in a mesh caused by e.g. occlusion dscargning. However, in certain cases, large parts of a surfac
may need completion, e.g. if access to all sides of the olgewuit possible with the scanner.

Many methods for hole filling have been proposed. Repreteat@pproaches include implicit surface constructiomgsi
radial basis functions [2], the use of mesh smoothing or rdesbrmation operations [13, 19], and volumetric diffusi8hin
general, the main requirements of such hole filling methoeleither the production of a water tight surface, or the potidn
of an aesthetically pleasing, plausible surface, whileegating geometry with no obvious join at the hole boundary.

To transfer surface details between meshes generally theysroblem of separating a surface into base and detaighwhi
shares some similarity to our work. The detail surface canepeesented as a scalar displacement along the normal [1]
or as local differential coordinates [20] over a base s@facg. a multiresolution subdivision surface. The bastasearis
extracted by mesh smoothing method or by its low-frequenbgivision surface, which are good enough to meet the visual
and aesthetical requirement.

Generally, in both hole filling and surface detail transfegrcasesaccuratereplication of some assumed correct geometry in
not an important consideration. Indeed, such methods a&rgkty not accurate enough for estimating the surfacenlyidg
a relief, where small errors in position can lead to largerested errors in relief height.

2.3 Support Vector Machine Method

Support vector machines (SVMs), introduced by Vapnik [Zbjlve thetwo-classpattern recognition problem, based on
structural risk minimisation. A vector of properties is ds€® describe each individual in a set, and each individual is
allocated to one of the two classes according to the valuéBeoproperties. (In our problem, the individuals are mesh
points, the classes arelief andbackgroundand the properties are geometric quantities). The apprased is to map the
input feature vectors into a high dimensional feature splaaigh some non-linear mapping (chosepriori), and then to
construct an optimal separating hyper-plane in this space.



SVMs have proven successful for various tasks such as tegaasation [9], face detection [18], image texture dfass
cation [10, 12], and relief segmentation on a textured bemkgd [15]. Encouraged by the successful use of an SVM in
our earlier work, we also use an SVM in this paper to classdints, enabling us to find interior holes in the relief, and
narrow-mouthed concavities, and to refine the relief contdowever, the features used are different from those usedti
earlier work, and in particular the offset height from thesiméo the estimated background surface, is used.

3 Background Surface Estimation

We first find an initial segmentation of the relief, using akanay our previous method [14]. This step is necessary go tha
we can fit a background surface, which must be done using naéstsgurrounding the relief which are known not to belong
to the relief. We next estimate the background surfaceguBispline surface fitting with ‘ignore areas’.

We next explain the basic functional used for fitting, andttlescribe in detail how we use the functional in practice.
3.1 Basic Functional

We assume here that the relief lies on a smooth and slowlingtyackground. However, the shape of the background
surface is not restricted to any special class, and couldob&xample, a cylinder, a surface of revolution, or indeayg a
simple free-form surface. In our implementation, we appr@ate the background surface using a single bi-cubic tensor
product B-spline surface written in the form

nu—1ny—1

S(u,v) = jZO kZO SikNj (UNk(v), 1)

where the surface hag x ny control pointssj, and theN.(-) are B-spline basis functions of degree 3.

We assume that a pair of parameter valgasv;) (determined as explained in Section 3.2) is associated edtth data
pointp; (i =0,...,m—1). We use an open uniform knot vector scheme for simplidttis adequate for a slowly varying
background surface. Then for every pgik, the task of finding the control poisf, can be solved by minimising the linear
functional [4, 22]:

m-1 .
Z} [|S(ui,vi) — pil| 2+ V'/ / S+ 22,4 S5, dudy )

wherey is a tension weight adjusting the relative goodness of fitéodackground data points, and smoothness of the whole
background surface.

Together, Equ. 1 and 2 determine a bicubic uniform B-splinéase, given associated parameter values for each datg poi
the number of control points, and the smoothness weight. &¢eaxplain how to choose these values.

3.2 Parametrisation

To obtain the parameter valu@s, vi) for every data poinp;, we do the parametrisation in two steps.

Firstly, an initial parameterisation is found by mapping thata points onto a base surface. For simple backgrouratssrf

like those shown in this paper, a plane is adequate. We otitaiplane via simple user interaction: the user selectgthre
points on the model as shown in Fig. 4(c). A plane is constididhe bottom two points determine one side of the rectangle
in this plane, and the third point determines its height. éfficiency, this region should not be too much consideradoiger

than the area covered by the relief: any point data far anay the relief is unlikely to have much bearing on the shape of
the background surface underneath the relief. On the othred,fan adequately large rectangular region should be osed t
provide sufficient points to model the geometry of the baokgd surface. An appropriate compromise seems to be to use a
rectangle with a margin of about 1/3 to 1/2 of the diametehefrelief on all sides of the relief. For a model with a small
background area, the user can use all the background dasiiéd.
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Figure 3. Accuracy of fitted background surface with varying smoothness weight and number of

control points: (a) in background region, (b) in ‘ignore are a'.

Secondly, a 4« 4 B-spline surface is fitted using the initial parametrizatito give an improved base surface. Improved
parameter values for the data points are obtained by findidgiaing the parameter values of the closest points on tld fitt
surface [6, 22].

3.3 Tension and Control Point Choice

In order to determine the number of control points, and tinsiten weight, we assessed some surfaces with ground-truth
data, which also allowed us to see how sensitive our apprizaithchanges in these values. Various simulated and real
scanned mesh surfaces were tested as shown in Fig. 2. Fjds 2 @ynthesised cylinder, and the other three test swgface

were obtained by scanning theverseside of various objects with reliefs: the reverse surfacglite similar to the side with

the relief, except, of course, it carries no relief. For epamthe surface in Fig. 2(b) is the inner surface surfac@efiox

lid shown in Fig. 1(a).

A (black) irregular polygon was drawn on each test surfacgrtalate a relief contour and was used to cut out an ‘ignore
area’ from the test surface. The (red) rectangular regioiRdgs. 2(b) and (c) define the portion of the background ds¢al u
for surface fitting; in Figs. 2(a) and (d), all backgroundedatitside the simulated relief contour was used for surféoedgfi

Fig. 3illustrates the results produced using the test maltedn in Fig. 2(b) for varying numbers of control points a@idigion



weight. The size of this model is about 8%0 x 12mn¥ and the part inside the rectangle is’682 x 9mn?. Fig. 3(a) shows
the accuracy of the fitted B-spline surface in the region deedurface fitting, while Fig. 3(b) shows the accuracy of the
fitted B-spline surface in the ‘ignore area’. The verticaksshows the mean absolute distance between the data poihts a
the fitted surface (denoted Igg andeg respectively for the background region and the ignored)ar€hae horizontal axis
shows the logarithm of the smoothness weight. The differentes represent differing numbers of control points (ends
make knot span decrease by a factor of 1.5 for each succebsiae).

Fig. 3(a) shows that using more control points and a lowerathrm®ss weight produces a more accurate surface fit in the
backgroundegion. Weiss [22] obtained very similar results and sutggkefixing the smoothness weighto that the least-
squares residual was 1.15 times that obtained wherD to avoid over-smoothing. Fig. 3(a) shows that as the srmasth
weighty decreases beyond a certain value, there is no effect on thieaay.

However, if we consider the fit to thground-truthdata in the supposegdnore area in Fig. 3(b) (which was not considered

in [22]) different effects are observed. For a fixed numberafdtrol points, in the ignore area, the most accurate seiifac
not produced by choosing very smgltlue to the lack of data and insufficient smoothing. Both wseoothing and over-
smoothing can occur if is chosen inappropriately. Generally, as we would expacteiasing the number of control points
improves the fit, although past a certain number, littleaatrcuracy is obtained, while the computation time is ireedalt

is important to note that these plots are quite flat near thaiima, indicating that the choice ¢fis not critical to get good
results. Also, as the different curves have similar minima,can conclude that the number of control points to use is not
critical either.

The concept ofveaknes®f a control point (denoted asg) is used by Weiss [22] to describe how well a control point is
supported by theneasuredgoint data. A zero value for means the control point is totally determined by the smoegbn
term in Equ. 2. We considered how many control points had zeithe values being 0, 0, 0, 5, 23 and 57 for the surfaces
with 6 x 6, 8x 8, ..., 34x 34 control points in Fig. 3(b). However, there was no cletatienship between this zero count
and the accuracy of the surface fitted in the ignore area.

Similar results were obtained using the other ground-tnutldels, even for the model in Fig. 2(c) which has a large ignor
area compared to the selected background. The porcelaateln Figs. 2(b—d) have varying surface shape and wer@sdan
using a Minolta VI-910 scanner. B-spline surfaces weredittéth an accuracy of @-0.3mm in the ‘ignore area’ using a
tensiony in the range 10* to 102 and at least 16 16 control points. This is an acceptable accuracy as thmatstd
roughness of the porcelain is aboud®mm and the precision of the scanner is also ab@8rim. For the cylinder model,
with height 1220mm and radius 50mm, an accuracy of 0.03mnx (iétter than for the other models) was obtained in the
‘ignore area’, using similar parameters as for the otheehmodels.

As noted above, our experiments suggest that neither the wdlsmoothness weight nor the number of control points is
critical to success, and good results can be obtained ovélerange of both of these parameters. So we suggest that the
user usg/ = 1073 and 16x 16 patches as generally suitable values. For other reaf ratidels, these values produce quite
reasonable results as shown in Figs. 4—7. Neverthelesglifs with rather different characteristics, it mightdygpropriate

for users to scan some background data of their own and catisome ground-truth tests like those illustrated in Figo3,
selectny x ny andy to obtain the best possible results.

4 Relief Segmentation Refinement

Having fitted the background surface, a support vector nmacmethod is used to re-classify the mesh into relief and-back
ground areas, to refine the initial snake-based segmemt#tgonoted earlier, simply using the criterion that theafeieight

is positive relative to the background surface is too sistiglito give good results. Thus, the SVM is used for clasgifica
which takes both the relief height and other factors intamaot.

4.1 Relief Offset Field

A complex relief surface can be regarded as a smooth undgrhackground surface with superimposed relief detaile Th
complex surface is our original triangle mesh surfistand we have estimated the background surBgev) by a B-spline
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Figure 4. Background surface fitting and SVM re-classificati on for the ‘Angel’ model: (a) the mesh
model, (b) the relief contour segmented by previous snake me thod, (c) parametrisation plane, (d)
estimated B-spline surface, (e) another views for the fitted surface, (f) relief height, (g) training data

for SVM, (h) SVM re-classification result.
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surface in the previous section. The relief detail can beesgmted as a normal offset fiditl, v)n(u, v), wheren(u,v) is the
normal ofB(u,v) andh(u, V) is the offset, i.e. the relief height relative to this baakgnd surface:

M (u,v) = B(u,v) + h(u,v)n(u,v). (3)

For each mesh poid;, we find its foot-point; on the base surface to give the correspondjramdv;, and we then estimate
the relief heighh; as|M; — Fi| , which is similar to the displacement map representatidhih

4.2 SVM Classification

The relief heighty can in principle be used to re-classify the relief and baslkgd: a zero value fdr, means the data point
belongs to the background, and a positiveneans the data point belongs to relief which in this papesssimed to be
extramaterial added on top of the original surface. (There isingtin principle to prevent our methods being applied to
negative reliefs, i.e., embossing, too.) However, due tmua sources of error (roughness of the scanned objectctming
process, background surface estimation, etc.), pointt®mackground do not have perfect zéroWe might try to set a
small threshold to allow for such errors, but this does natkweell: firstly, it is not easy to choose an appropriate thadg,
and secondly, the same value of threshold may not be apptepmiall areas of the relief—for example, background sigrfa
estimation errors may be larger in some places than others.

Thus, we utilise a more robust classification methodupport vector machindo solve our particular background-relief
classification problem. It works as follows: given somertiag samplesP;,Ci) whereP; is a feature vector of property
values at a point, an@; is the class label for the pointefief or background, the SVM is trained to give an SVM model
which can reliably predidf; from P;.

For our problem, we use as the feature ve&ot {u;, v, h;,li } wherel; is theplanarity of a point, defined to be the signed
distance between the point and the average plane fitted Britgy neighbours. This property describes how curved the
surface is locally, and helps classifying points near thiefreoundary—the step up to the relief from the backgrousases
large values for planarity there. The coarse segmentat@mn the snake is used to automatically choose suitableirigain
data, near to the coarse boundary as shown in Fig. 4. We hawd fesing strips of data in a region of width just over 3 times
of the relief height works well in practice.

Various software implementations of SVM are available. \WediLIBSVM [8] which is an efficient open source SVM

package written in C++, with a helpful guide for use by praatiers [7]. We use radial-basis functions (RBF) for the SVM
kernel, which is a commonly recommend kernel for generagj@sand works well in practice for our problem. Other SVM
parameters are left at the default values provided by LIBSVM

Using the training data, the LIBSVM algorithm generates &hSnodel which we use to classify all mesh points inside
the rectangular patch region as background or relief. (ifulsides relabeling any original training points if ne@aysto
correct any outliers that were previously been assigndugtaicorrect class). After SVM classification, the resudt igfined
segmentation which more accurately locates the relief Baries, as well as clearing out any deep concavities in tef re
and internal holes.

We now close the loop by using this improved classificatiomefine the background surface. Our new knowledge of
background points in interior holes and deep concavitiesides us with extra data for background surface fitting inith
what was previously part of the ignore area. The backgrourfdee is refitted, which in turn gives a better estimate ef th
relief height field. Indeed, it is also now possible to rede #VM classification with this refined height field, which cdsoa
provide further, although usually minor, improvementsie segmentation.

5 Results

As well as the ground-truth tests performed for parametirdgenation, we have carried out various experiments omiatya
of real scanned relief models.

Fig. 4 illustrates the steps of our algorithm for the ‘Angellief model which has a very deep concavity and severailnate
holes. Fig. 4(a) shows the mesh model captured by a Minokt@ 1l 3D scanner, and Fig. 4(b) shows the relief contour
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Figure 5. Background surface fitting and SVM re-classificati on for the ‘Tree’ Model: (a) the mesh
model, (b) the relief contour and parametrisation plane, (c ) estimated B-spline surface, (d)another
views for the fitted surface, (e) relief height, (f) training data for SVM, (g) SVM re-classification result,
(h) close-up of the snake contour and SVM refinement result.

obtained by our previous snake method. The three dots indkey were specified by the user to define the plane for initial
parametrisation and to generate the rectangular regiobdokground surface fitting. The grid lines in Figs. 4(d) aed (
show the fitted B-spline surface. The front of the mesh iswad blue, and the rear of the mesh green, in this figure. Here
we used 16< 16 control points ang = 0.001. We can see that the estimated background smoothly gpatignore area’
very well. Fig. 4(f) shows a colour map of the relief heighttive to the background surface. Fig. 4(g) shows the tngjini
data used for the SVM, which in this case were the 8-ring r®aghs of the snake. The SVM classification result is shown
in Fig. 4(h). Note that, although there may be mislabeledtsain the training data set, they are robustly correctechby t
SVM classification. Note also that the deep concavity betvike boy and tree, and several internal holes, are now d¢lyrrec
recognised as background, giving a much improved segni@mtaampared to the initial snake segmentation.

Fig. 5 shows the tests on the ‘Tree’ relief model. Note thatackground surface has a more complex shape than the
previous example, and turns up at the edge: see Fig. 5(d)n/Abe B-spline background surface was fitted uging0.001,
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Figure 6. Background surface fitting and SVM re-classificati on for the ‘Lady’ Model: (a) the relief
contour and parametrisation plane, (b) estimated B-spline surface, (c) SVM re-classification result.
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Figure 7. Background surface fitting and SVM re-classificati on for the ‘Duck’ Model: (a) the relief
contour and parametrisation plane, (b) estimated B-spline surface, (c) SVM re-classification result.

ny = ny = 16. Fig. 5(a) shows the mesh model, while Fig. 5(b) shows tiad&es contour and user specified rectangle. The
estimated background surface is shown in Fig. 5(c) and d}faarelief height is shown in Fig. 5(e). Fig. 5(f) and (g)who
the SVM training data and classification result. Again, we sae that the concavities and the internal holes are clyrrect
classified. As well as correcting the gross errors in thémsegmentation, the SVM classification provides a moreigde
relief boundary in general, as shown in the close-up pidtufég. 5(h).

Other tests on the ‘Lady’ and ‘Duck’ models are shown in Figsand 7. For the ‘Lady’ model, we usgd= 0.001,

ny = ny = 12. The surface shown in Fig. 6(b) is the refitted backgrowidguthe SVM classification result. Based on
the refitted background, the improved segmentation showign6(c) is obtained. For the ‘Duck’ model, we usaitlthe
background data and sgt= 0.001,n, = n, = 16.

All algorithms were implemented in C++ and the computatieese performed on a PC with a 2.4GHz AMD Athlon CPU
and 1GB of RAM. In the whole process, the most time consumargip the background surface fitting phase. For example,
the ‘Angel’ model has 287446 triangles and 144564 pointsyloith 59587 points were used for surface fitting. For this
model, the previous snake based segmentation method took 2iminutes, background surface fitting with>4@6 control
points took 35 minutes and height-field estimation and SVassification took about 10 minutes. For other models, simila
computation times were observed.



6 Conclusions and Future Work

Based on our previous snake-based segmentation resulsliffrreverse engineering, we have addressed the proliem o
background surface estimation, allowing us to representdtief as a height field, and also to perform segmentatifimere
ment.

We estimate the background surface via B-spline surfadedfittith an ‘ignore area’. Although this approach has been
addressed in several papers, previous work has not regootethe accuracy of the fit within the ‘ignore area’ is depende
on the key parameters of smoothness weight and number abtpotnts. Our tests on ground-truth models have shown that
the method is in fact fairly robust to variations in both thgmrameters. Ground truth data has allowed us to find seitabl
values for these parameters.

Once the background surface has been found, we can dedueilbelief as a normal offset field relative to the background
surface, giving the relief height for every point on the meslsing the relief height and other properties, we re-cfassi
the mesh into relief and background using an SVM. This resifeation improves the segmentation in several waysefreli
concavities with narrow mouths are now correctly identifeeslare internal holes in the relief, and at the same timeethes
boundary is generally more accurately located.

Our method works best for simple background surfaces withslo curvature, while it does not cope well with those are
highly curved. To improve the fitting efficiency, the origimaesh surface can be simplified although it may reduce acgura
of final relief height. When the background surface is curaemind, for example, like a cylinder, then the parametgoisa
method in Section 3.2 should be improved to use a differese karface, which will be considered in our future work. And
in the future, we intend to consider a further necessary steplief reverse engineering: flattening the underlyingae
while minimising distortion, to allow the relief to be refdieapplied to different base surfaces.
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